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ABSTRACT
With the rapid increase of digital information we are deal-
ing with in our daily work, we face significant document
retrieval and discovery challenges. We present a novel docu-
ment retrieval and discovery framework that addresses some
of the limitations of existing solutions. An innovative aspect
of our solution is the combination of implicit and explicit
links between documents in the retrieval as well as in the
visualisation process, in order to improve document retrieval
and discovery. Our framework exploits implicit relationships
between documents—defined by the similarity of their con-
tent as well as their metadata—and explicit links (hyperlinks)
defined between documents based on a third-party link ser-
vice. Further, the software framework can be extended with
arbitrary third-party visualisations. Last but not least, our
search query interface offers advanced features not available
in most existing document retrieval systems.
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1 INTRODUCTION
The most common tool we use for managing our documents
is still the traditional file browser with the traversal of nested
folders as the standard way of locating documents. While this
method is the most commonly used one, previous research
has shown that it is ineffective and cognitively demanding [6].
An alternative approach is to use a desktop search engine to
retrieve documents directly via specific search queries. With
this method, the user has the flexibility to search for doc-
uments by title or content matching. However, the content
matching search mechanism is limited in the sense that in
most systems it only returns documents that contain the
exact keywords. A simple keyword-based search therefore
often misses documents that are relevant for a given search
query. Another issue with search-based approaches is that
they do not take into account the similarity of documents
to enhance document retrieval and discovery. Alternative
solutions with novel user interfaces such as DeFiBro [10] and
Flip Zooming [2] have been proposed, but most of them have
some shortcomings. They either ignore the content of a docu-
ment, stick with traditional hierarchical tree representations,
or only offer a predefined visualisation.

Besides the aforementioned approaches for document dis-
covery, there are a number of studies and systems working
towards exploiting document metadata in order to enhance
document discovery and retrieval. Dumais et al. [4] have pre-
sented a system where users can not only search for objects
with words forming part of the metadata but also based on
word stems. SurVis [1] and iVisClustering [8] have exploited
document metadata and provided differnet interactive vi-
sualisations. A last category of systems work towards the
vision of the Memex, including Haystack [7], SEMEX [3] and
iMapping [5].

We do believe that an enhanced solution for document
discovery and retrieval should not neglect the fact that doc-
uments do not exist in isolation but are related to other
documents. These relationships might be explicitly estab-
lished via references (e.g. hyperlinks or footnotes) or be
implicitly derived based on the similarity of content or some
metadata. There has been various research exploiting implicit
links between documents to enhance document retrieval and
discovery tasks [1, 10]. Nevertheless, to the best of our knowl-
edge, there has been no solution exploiting the combination of
explicit and implicit links to enhance document retrieval and
discovery. In our proposed approach for document retrieval
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and discovery, we exploit the combination of implicit and ex-
plicit links between documents not only in the retrieval process
but also in the visualisation process. The proposed solution
relies on a clustering algorithm for discovering implicit links
between document content and metadata. In addition, our
solution exploits explicit links (i.e. bidirectional hyperlinks)
that are defined between documents based on an existing
link service [12–14].

While the idea of combining implicit and explicit links
promises better support for retrieving and discovering doc-
uments, it raises a number of questions: How should we
visualise both explicit and implicit links in a single interface?
How can we deal with different user preferences? Both of
these issues stem from the fact that we lack a framework that
does not only support the visualisation of both kinds of links
but also is flexible enough to support different visualisations.

2 ENHANCED DOCUMENT RETRIEVAL
AND DISCOVERY

The strength of the presented framework is its exploitation
of the combination of implicit and explicit links between doc-
uments. In contrast to some previous research that only used
document metadata to discover the implicit links between
documents [10], we are employing both a document’s content
and metadata in order to discover implicit links based on
a clustering algorithm. Moreover, we make use of explicit
document links that have been created by users of the cross-
document link service [12–14]. It is worth mentioning that
we also exploited a document’s content and metadata to
support important features such as synonym-based search
and word stems. Further, our framework offers an extensible
architecture that supports multiple visualisations. In the re-
mainder of this section, we clarify how document metadata
and content as well as the explicit links have been exploited.
We further elaborate on the system architecture and present
a scenario of using the framework for searching documents,
before providing some details about the implementation.

Figure 1: Schemaball visualisation of a search result

We decided to take the document content into account
since it can help when a document’s metadata causes some
confusion or misunderstanding (e.g. based on an incomplete
document name or a wrong author name). Document meta-
data is also taken into account since it is a valuable resource

of information that can definitely contribute to the effective-
ness and efficiency of any document retrieval system. With
the exploitation of metadata, one can provide different per-
spectives for a document collection and we can, for example,
visualise the documents based on their title in combination
with the author.

In our framework, a document’s content and metadata
serve three main purposes. First, they are used to build an
inverted index to support full text search. The second pur-
pose is to discover implicit links between different documents
via a clustering mechanism to group similar documents in
the same category (cluster). Figure 1 illustrates how our
approach can visualise documents in distinct clusters with
different colours for each cluster. Note that we preferred
the dynamic (query-based) clustering over a classic static
clustering approach. In static clustering, all the documents
(files) are clustered once or whenever a predefined set of new
documents are stored in the file system. Therefore, users will
always be shown the same document clusters. On the other
hand, in dynamic clustering, the cluster analysis is restricted
to only the subset of the document collection forming part
of the search query result. A search query for a document in
our framework will normally return a number of documents
partitioned into two subcollections. The first subcollection
consists of documents that contain the exact search keyword,
its stems and/or its synonyms. The second subcollection con-
tains documents that have explicit links with any document
in the first subcollection. In order to enhance the effectiveness
of the visualisation and to reduce time and effort [11], we use
the dynamic clustering of the document collection returned
by an individual search query.

Further, we support search based on synonym matches.
By doing so, not only documents that contain the search
keyword or its stem are returned, but also documents that
contain keywords with the same meaning as the original
search keyword. In contrast to the approach described by
Mosweunyane et al. [10] which supports this feature for a
document’s metadata only, we support synonym-based search
in both the document content as well as metadata. We make
use of the WordNet lexical database from which we query a
list of synonyms for every search keyword and then execute
the search with the generated list of keywords. Note that we
give the user the possibility to enable or disable this feature.

As described earlier, our framework makes use of the ex-
plicit links defined via a cross-document link service. The
explicit links are an excellent resource for enhancing docu-
ment retrieval and discovery. The existence of an explicit
link between two documents 𝐴 and 𝐵 literally means that
these two documents are related to each other. Therefore, if
document 𝐴 belongs to the results of a given search query,
it is likely that document 𝐵 may also be of interest to the
user. We use this assumption to enhance our search results
by adding document 𝐵 to the search result if it is not already
forming part of it. According to the cluster hypothesis [9],
documents that are similar to each other tend to belong
to the same cluster. However, it is possible that document
𝐴 and 𝐵 are not similar content-wise and therefore classified
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in different clusters. Moreover, when visualising the search
results, we take into account existing explicit document links
and visualise them as connected curves as shown in Figure 1.

2.1 System Architecture and Implementation
The general architecture of our framework consists of the
three main components illustrated in Figure 2. The first
component is responsible for handling the search queries
entered by the user. A second component is in charge of
the document clustering. The third component collects the
documents returned by a search query and publishes the
results in a neutral data representation which can be further
processed by a visualisation engine. The core of our framework
is implemented in Java, making use of open source libraries
such as Apache Tika1, Apache Lucene2 and Apache Mahout3.

Figure 2: Architecture of the document retrieval framework

In order to illustrate the communication between the dif-
ferent components, we present a scenario (referring to the
numbers depicted in Figure 2) of a user who would like to
search for a document. The user enters a search query via
the search interface (1) enabling them to query documents
based on multiple search criteria. A user can search via key-
word synonyms or any form of a keyword contained in a
document’s metadata or content. Furthermore, the user can
retrieve documents via an author’s name or the date of cre-
ation. In contrast to existing systems (e.g. Mac Finder) that
enforce a logical AND operator between the different search
criteria, we give the user the flexibility to use logical AND
and OR operators, as well as a wildcard operator.

The search query is forwarded to the search module in
order to be parsed (2). If the user opts for a search using
synonyms, the search module will communicate with the
1https://tika.apache.org
2https://lucene.apache.org/core/
3http://mahout.apache.org

WordNet database in order to retrieve all the synonyms of
the original keywords (except for the author’s name and the
date of creation). Both the keywords entered by the user
as well as the retrieved synonyms are combined to search
for documents in the file system. We take the stems of the
search keywords in order to be able to search over the index.
The search module will search over the index and a list of
matching documents is returned (3). The search result is
then passed to the explicit link exploiter engine. As described
earlier, the explicit link engine retrieves other documents that
are related to documents in the search result (4) by querying
explicit link metadata from the cross-document link service.
The search result is augmented with these related documents
and forwarded to the clustering module. The vector extractor
component of the clustering module returns matching vectors
based on the list from the vector repository (5). The matching
vectors are read and text mining is performed in order to
cluster the documents (6). The documents are clustered by
using the k-means algorithm and the number of clusters is
determined by using the rule of thumb. When the module
finishes its task, it returns the final clustering results. Both
the search result (7b) as well as the clustering results (7a)
are then passed to the publishing module (8). The publishing
module provides a RESTful API which formats the search
result as JSON data to be further processed by different
visualisation engines.

Figure 3: Ordinary list visualisation of a search result

The presented framework is extensible to support differ-
ent visualisations. Every visualisation has its strengths and
weaknesses and we did not want to restrict our framework to
a single visualisation. Normally each visualisation provides a
different perspective of the documents, and hence, users can
switch between visualisations according to their needs. The
support of multiple visualisations further allows us to inves-
tigate how different visualisations might affect the document
retrieval task. Currently, we have implemented two different
visualisations making use of D3.js4; a schemaball visualisa-
tion and an ordinary list visualisation. In the schemaball

4http://d3js.org
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visualisation, explicit links are visualised by curved lines be-
tween different documents. Users can view information about
the documents, including some text snippet that contains
the matching results and some metadata by hovering over
the document name. Moreover, they can filter documents by
clicking on one of the cluster names shown in the left panel.
In our second list visualisation illustrated in Figure 3, we
can show richer textual information, including the filename,
snippets of the document and the target document of an ex-
isting explicit link. Please note that in both, the schemaball
and list visualisation, we visualise the cluster names in the
left panel. When a user clicks on a cluster name, only the
documents of the corresponding cluster are highlighted. It
is worth mentioning that we name any cluster by using the
name of the document that is closest to the centroid.

3 DISCUSSION AND FUTURE WORK
To the best of our knowledge, the presented framework for
document retrieval and discovery is the first approach con-
sidering implicit and explicit links between documents in the
retrieval as well as in the visualisation process. The presented
document retrieval framework overcomes some limitations of
existing document retrieval systems such as offering only a
single visualisation, or neglecting document content, meta-
data as well as manually created explicit links. In order to
address a wide range of end-user preferences, we offer an
extensible visualisation engine. As mentioned before, even
though we currently offer a web-based visualisation of the
search results, any third-party application can benefit from
the JSON-formatted search results and provide a new vi-
sualisation. Last but not least, we have exploited the rich
information extracted from documents (e.g. content, meta-
data, synonyms or stemming results) in order to provide
enhanced search features such as boolean or wildcard queries.

There is no doubt that the synonym-based search might
possibly help users in finding documents. However, some-
times WordNet returns fifteen synonyms for a single keyword.
In practice, this means that a search is performed over a
document’s content and metadata with sixteen keywords. Of
course, this has an impact on the overall performance, in
particular if we have to search over a large collection of docu-
ments. It is the main reason for giving the user the possibility
to turn off the synonym-based search feature.

We plan to perform a detailed evaluation of the presented
framework in order to investigate the efficiency and effective-
ness of synonym-based search in document retrieval. More-
over, we will also investigate the scalability of each visualisa-
tion. Last but not least, we believe that there is still room for
further exploiting explicit document links. Hence, we would
like to build a small plug-in for our framework that makes
use of the existing implicit links between documents in or-
der to suggest new explicit links to the user. Thereby, users
will not have the burden to manually add explicit links, but
new explicit links could be dynamically recommended by the
framework and automatically added after a user’s approval.

4 CONCLUSION
We have presented a framework for enhancing the retrieval
and discovery of documents. Based on a clustering algorithm
in combination with a cross-document link service, our doc-
ument retrieval framework exploits implicit as well explicit
document relationships in order to improve the retrieval and
discovery process. Furthermore, the presented solution offers
advanced features such as synonym-based search. While we
currently support two different search result visualisations,
in the future our software framework might be extended with
arbitrary third-party visualisations.
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