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Abstract. The affordances of paper have ensured its retention as a key
information medium, in spite of dramatic increases in the use of digi-
tal technologies for information storage, processing and delivery. Recent
developments in paper, printing and wand technologies may lead to the
widespread use of digitally augmented paper in the near future, thereby
enabling the paper and digital worlds to be linked together. We are inter-
ested in using these technologies to achieve a true integration of printed
and digital information sources such that users may browse freely back
and forth between paper and digital resources. We present web-based
server technologies that support this integration by allowing users to dy-
namically link areas of printed documents to objects of an application
database. The server component is implemented using the eXtensible
Information Management Architecture (XIMA) and is independent of
the particular paper, printing and reader technologies used to realise the
digitally augmented paper. The framework presented manages semantic
information about application objects, documents, users, links and client
devices and it supports universal client access.

1 Introduction

The issue of architectures and technologies for the integration of existing data
sources has been a topic of interest for many years within the database com-
munity. A number of solutions have been proposed with the approach taken
dependent on the degree of heterogeneity, the level of local autonomy and, of
course, the required functionality of the target system. In terms of heterogeneity,
many forms of data sources have been covered including different categories of
database management systems, knowledge base systems, file systems and web
documents. But one major form of data source has so far been neglected, namely
paper documents.

Predictions of the paperless office no longer seem realistic as indicated by the
continued increase in office paper consumption over the last two decades [29].
Digital technologies have advantages in terms of storing and accessing large
amounts of information, displaying multimedia and fast full-text searching. Fur-
ther, it is a dynamic medium that enables both contents and links to be updated
with ease. But paper technology has its own advantages over digital media in
terms of navigation within and across documents. It is much simpler to scan a



book by rapidly flicking through pages than to browse through a digital docu-
ment [24]. Paper also supports forms of collaboration and interaction that are
difficult to mimic in current digital environments [19]. Ideally, we would like to
achieve an integration of paper and digital technologies, thereby gaining the best
of both worlds.

While a number of projects have proposed different variants of digitally aug-
mented paper as a means of linking printed and digital media, the focus has been
on the paper, printing and wand technologies rather than on the data integration
concepts. As a result, the linking mechanisms tend to be based on physical rather
than logical resources. For example, a physical position within a document may
link to a particular multimedia file. The result is that links are uni-directional
and static. We however link at the level of logical resources, enabling links to be
dynamic, context-dependent and multiple. It should not only be possible to link
from paper to digital resources, but also to link from digital resources to paper
and even from paper to paper. In this way, we are able to achieve an integration
of printed and digital information rather than simply of the underlying media.
Further, users are able to freely author and share links, thereby enhancing the
traditional qualities of paper as a static medium with dynamic linking features
usually associated with digital media.

The key to semantic integration of printed and digital information lies pri-
marily with the server rather than the client technologies. A suitable framework
must be capable of dynamically mapping document positions to information ob-
jects and vice versa. It must manage not only the links, but also their semantics
and have flexible means of classifying and associating both logical and physical
resources. In addition, it must allow for managing information about both users
and client devices. Finally, the framework must have a clear separation of con-
tent and presentation, enabling documents to be generated dynamically to suit
client device, user and context. We have developed such an integration server
in the context of a European project called Paper++ [26] which is developing
and assessing innovative concepts and technologies aimed at enriching the use
of paper in everyday settings. In line with many other current projects on data
integration, we use the web as our basic integration platform.

In Sect. 2, we introduce our system and discuss how it relates to traditional
data integration architectures. Section 3 then describes the general technologies
for digitally augmented paper that underly our approach. In Sect. 4, we explain
the overall architecture in terms of the relevant client and server components.
Details of the XIMA and OMS data management components used to imple-
ment the integration framework are presented in Sect. 5 and 6, respectively. A
discussion of related work is given in Sect. 7. Finally, concluding remarks are
presented in Sect. 8.

2 Integrating Printed and Digital Data

As stated in the introduction, the details of particular data integration architec-
tures depend on many factors such as the requirements of the target system and



the characteristics of the data sources in terms of heterogeneity and autonomy of
operation. Earlier projects focussed on the specific problem of database integra-
tion e.g. [10, 30]. More recent research has tended to address the more general
problem of integration across many forms of information sources inclusive of
databases, knowledge bases, digital libraries and web documents as described
in [5, 35]. While these architectures may vary greatly in terms of complexity,
scope and approach, what they have in common is the use of some form of se-
mantic integration component, be it a global schema, mediator or metadatabase.

For example, in Fig. 1.a, we show a simplified version of a typical database
integration architecture where the local schemas are integrated into a global
schema. Associated integration data may be stored at the global level to perform
the necessary mappings between global semantic concepts and those of local
application databases.
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Fig. 1. Data integration architectures

When we want to integrate paper information sources with digital informa-
tion sources, the situation is different in that there is no schema for a paper
information source, i.e. there is no available metadata. The integration of infor-
mation printed on paper and that of a database must be performed by linking
documents, pages and parts of pages to information objects of the application
database. As shown in Fig. 1.b, this is done through a transformation database
which can map physical document positions to database objects and vice versa.

To obtain the required flexibility of being able to map physical document
positions to multiple database objects and for that mapping to be dependent on
both user and context, we have introduced the concepts of shapes, layers and
users into our model. A shape describes a selectable area of a page. Generally,
a digital wand (barcode reader) will return a coordinate position and the trans-
formation database maps this to the corresponding shape, which is, in turn,
associated with one or more objects of the application database.



Every shape is positioned on a specific layer. In the case that a point lies
within the intersection of two or more shapes, the information object which is
bound to the shape at the topmost layer of the set of active layers is returned.
Furthermore, it is possible to selectively activate and deactivate specific layers
which enables us to generate context dependent results by binding a particular
position on a page to different resources according to the current active layer
set.

More formally, assume that there are k layers numbered 1, 2, . . . , k, and that
each shape Si is associated with exactly one layer i.e. layer(Si) = j where 1 ≤
j ≤ k.

For a given point (x, y), we write (x, y) ∈ Si to denote that the point (x, y)
is contained within the shape Si. If two shapes Si and Sj are overlapping, i.e.
there exists some point (x, y) such that (x, y) ∈ Si and (x, y) ∈ Sj , then the
shapes must be on different layers i.e. layer(Si) �= layer(Sj).

At any point in time, the set of active layers is a subset of all layers. Let A
denote the set of all active layers. Then A ⊆ {1, 2, . . . , k}.

For a set of shapes S = {S1, S2, . . . , Sn}, the selected shape associated with
the given point (x, y) is given by the function s

s(x, y) = Sm

where

layer(Sm) = max{j|Si ∈ S, (x, y) ∈ Si, layer(Si) = j and j ∈ A}

Figure 2 illustrates how the layering concept is used to annotate a page with
links to digital information. On the left we see the physical page whereas the right
side shows the page’s representation within the interaction database. The current
position P lies within the rectangular shape on layer 5 (defining Anchor 1) as
well as in the shape on layer 10 which is defined by the reptile (Anchor 2). As
explained above, in the case of any ambiguity the shape on the topmost layer
always has the highest priority. Therefore the link bound to Anchor 2 which is
defined by the reptile’s shape will be chosen.

Note that the layers should not be “misused” to deploy personalised content
to different users (e.g. by assigning a specific range of layers to every user and
only activating the user specific layers). Rather, the system built-in user concept
should be used to deploy user dependent content.

The user data component shown in Fig. 1.b manages information about the
different users of the system. A user can define his preferences and can also
be classified into different types of user groups. This enables an author of a
digitally augmented document to, not only define different information anchors
for different users, but also to bind different content to an information anchor
based on the same user information. Therefore, we can use the same augmented
paper to deploy different information based on a user’s profile. A typical appli-
cation of this user context-dependent information delivery is in an educational
environment, where a teacher gets additional information for the same resource
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Fig. 2. Multi layer authoring

anchors. For example, a teacher may receive the solutions for exercises included
in the course materials, whereas a student only obtains hints or links to other
course material. The same user preferences can be used for different applications,
i.e. a user does not have to specify new preferences for each application. For this
reason, we show the user database in Fig. 1.b as a separate component.

Having introduced the basic idea of integrating paper and digital information
sources, we now go on to discuss the details of technologies and architectures
required to achieve this integration.

3 Digitally Augmented Paper

As described in the previous section, the integration of printed and digital infor-
mation sources is based on the ability to detect page positions within a document.
While the paper, printing and reader technologies required to fully support dig-
itally augmented paper are still in their infancy, various forms of wand devices
(e.g. barcode readers) are now emerging in the marketplace. Expected devel-
opments in the near future in terms of cheaper reading devices and means of
invisibly encoding document positions on paper will surely have a dramatic ef-
fect on the spread and use of digitally augmented paper.

To annotate physical paper, we first need a technique to identify active areas
of a sheet of paper. An active area is any shape defined by the author and might
correspond to a paragraph, a text box, a single word, a figure or even part of
a figure, etc. Further, active areas may be overlapping, for example, a specific
word within a paragraph, text overlapping an image, or part of an image and
the whole image. Ideally, a user should be able to point to an active area with a
wand and trigger an associated action such as the display of a digital media file
or a link menu, or the execution of some application system operation.



In the Paper++ prototype, detection of positions within a page is realised by
printing on standard paper a grid of barcodes containing information about the
page number and the corresponding position in terms of x and y coordinates
using an inductive invisible ink. By pointing at the paper with a wand device
which is capable of measuring differences of inductivity, we are able to read the
barcodes and finally to decode the corresponding page number and the actual
position of the reader.

We illustrate the basic idea of our system in Fig. 3. The shaded pattern
across the page indicates the invisible barcodes that encode document positions
in terms of coordinates. Logical elements within the page can be made selectable
by defining corresponding logical shapes. The digital wand will return document
positions and the server can then map these positions into corresponding shapes,
which in turn are linked to digital information objects.

Digitally Augmented Paper

This is an example paragraph 
of text that is selectable within 
this page.

document position

transform positions to shapes

Fig. 3. Mapping of page positions to defined shapes

For example, Fig. 3 shows a page containing a heading, a text paragraph
and an image. The author has specified four selectable elements which are the
heading, the text, the man within the image and the dog within the image. Each
selectable element is specified by a shape as indicated on the right-hand side
of the figure. Shapes may be of various forms such as rectangles, polygons or
complex shapes such as the one shown for the man, which is composed from
an ellipse and a rectangle. Each of these shapes is then associated to one or
more objects of the application database. For example, the man’s shape may be
linked to a person object giving details of that person or possibly further digital
multimedia resources such as images, videos or sound.

Note that, in our approach, we are not only capable of linking printed infor-
mation to digital information, but also to dynamically link printed documents
together. This is illustrated in Fig. 4. The left-hand side shows the page of the
previous figure, which we can assume has an indirect link to an object for a
particular breed of dog in a nature database. In the nature database, we assume



that information is represented about various breeds of animals with associations
to the countries in which these breeds can be found. On the right-hand side of
the figure, we show an atlas and we further assume that someone has previously
authored links from this atlas to the various countries represented in the nature
database. In this way, links can be derived from one printed information source
to another using an inverse mapping of digital content to pages. For example, a
user pointing to the dog in the paper document on the left, could be presented
with various links to information, including a link to the atlas document and the
position within the document where information about the country from which
that breed of dog originates can be found. It is important to realise that here the
link from the image of the dog to the map within the atlas has not been explicitly
specified by an author. Rather it is dynamically derived based on authored links
to concepts of the nature database and the associations within this database.

Digitally Augmented Paper

This is an example 
paragraph of text that is 
selectable within this page.

Nature Database

Animals Countries

Fig. 4. Linking paper documents

With the notion of digitally augmented paper that we have presented, it
is possible for users to browse back and forth between printed and digital in-
formation and also between different sources of printed information. This may
contribute to avoiding problems of mode-locking, where a user switching from
paper to digital information locks into the digital world and is distracted from
the original document. It could be said that our approach not only allows the dig-
ital annotation of physical objects, but also the “physical annotation” of digital
objects.

Even without any additional multimedia content, our system will provide a
powerful tool allowing users to classify and build links between physical docu-
ments. Again, we stress that back references to printed documents are not just
another piece of text within the database giving for example a book title and a
page number. All links back to physical paper are built dynamically based on
meta information about other documents bound to the same information object.



This meta information is already present in the information model (bidirectional
associations) and therefore no additional authoring is required.

An important issue is how best to provide users with feedback concerning
the location of active areas within a document and also the, possibly context-
dependent, associated actions. Whereas the location of the information anchors is
obvious in the case of visible barcodes (see Fig. 5), a mechanism will be required
to inform users of the presence of active areas when using invisible barcodes.
In an authored document, this can be done by highlighting those parts of a
page containing links to digital information (as indicated in Fig. 5.b with the
highlighting of the word that is the active area corresponding to the barcode
in the lower right corner). For specific applications, it may even make sense
to omit any visible hints about additional information and leave the task of
finding the links completely to the user (e.g. in a children’s book where it may
be part of a learning task to find additional information such as realised in the
LeapPad suite of books [18]). In the case of user generated links, the simplest
way to visualise the information anchors is to combine the wand device with a
marker pen allowing the user to highlight areas on paper while adding a new
link. Further, we have experimented with the use of sound as a possible feedback
mechanism.

(a) (b)

(a) (b)

Fig. 5. Annotated nature encyclopedia page

The development of printing technologies, barcode schemes and wand devices
on which such systems could be based is very much an active area of current
research. Solutions do exist, but at present they tend to be expensive and based
on visible encoding patterns. However, it is expected that cost-effective solutions
which are almost invisible and with barcode schemes that provide a good level of
position granularity will be available in the near future. Therefore an important
factor in the development of our server was to ensure that it is independent of
any particular technologies and encoding schemes. What we assume is simply
the delivery of a document position. In our discussion of related work in Sect. 7,
we describe some alternative technologies to those presented above.



4 Paper++ Server

Our framework is based on a classic client server architecture. On the client
side, we have the wand device enabling us to read the document positions using
inductive barcodes printed on digitally augmented documents. The client device
transmits all of its data to a server which then does further processing of the
information. The Paper++ server consists of three main components which are
shown in Fig. 6. The barcode decoder and visualisation component is responsible
for both decoding the barcodes received from the input device and then later
presenting the results returned by the eXtensible Information Management Ar-
chitecture (XIMA) component after processing the request. All data is managed
by the interaction and application component which is based on the OMS Java
data management system [15, 16].

Barcode Transformation and
Result Visualisation

XIMA Server Transformation and
Application Data

Paper++
Augmented Book

HTTP request
(ID, page, (x,y))

HTTP response

encoded
location

Fig. 6. Paper++ architecture overview

In a typical Paper++ user session, the pointing device transmits recognised
barcode information in a preprocessed ASCII format to the barcode transformer,
which then decodes relevant information such as the page number and the x and
y positions from the barcode. In the next step, an HTTP request including this
information about the wand device’s current position on the paper document
is sent to the XIMA server component. Based on the interaction model and its
transformation data, the server fetches the corresponding information from the
application database and returns the result in the preferred format of the digital
presentation device. For example, a regular web browser would receive an HTML
formatted result page, while a WAP-enabled phone would receive a WML result
page for the same request.

In Fig. 6, the digital presentation device is a laptop computer which also
serves as the barcode transformation component. However note that, in theory,
it is not necessary that the barcode transformation and result visualisation take
place on the same device. This means that in a public space, for example, the
result could be displayed on a large global display screen, while the transforma-
tions take place on users’ individual portable devices.



It is important to note that all operations on the server side are independent
of a particular paper, printing or digital wand technology. Our initial proto-
type application has been developed using existing barcode reader technologies,
but the barcode transformation process can easily be adapted to any form of
device capable of detecting the position on a sheet of paper. All other compo-
nents are completely independent of the form of input device, although certain
technologies may be able to support extended functionalities in terms of user
interaction. In Fig. 7.a, we present the configuration that has been used for our
initial user studies [8] — the nature encyclopedia application running on a lap-
top computer (Windows 2000 operating system) and an off-the-shelf barcode
reader (Agilent HBSW-8300) to handle input processing. The same application
running on an iPAQ H3660 Pocket PC (Windows CE 3.0 operating system)
equipped with an 802.11b WLAN card is shown in Fig. 7.b.

(a) (b)

(a) (b)

Fig. 7. Nature encyclopedia application running on a laptop and on a Pocket PC

To remain flexible in handling user input, we defined the entire logic of the
input device in separate interfaces. Through a simple replacement of the concrete
Java class implementing the wand device interface, we can therefore easily switch
to different input devices.

The XIMA server and the OMS Java system are general components for ac-
cess to and the management of data. In the case of the Paper++ server, they
not only manage all the transformation, user and application data, but also per-
form the necessary request processing inclusive of mapping document positions
to application database objects and generating client-specific presentations of
data. In the following sections, we describe first the XIMA framework, which
can be considered as a universal web-based access layer for OMS Java, and then
follow this with some comments about the OMS Java data management system
in general and the Paper++ server databases in particular.

In Tab. 1 we provide a brief summary of the major requirements to achieve a
true integration of printed and digital information sources and our architectural
choices to fulfil those requirements. Some of these solutions and technologies



(e.g. the eXtensible Information Management Architecture or the OM object
model) will be described in detail in the remaining sections.

Requirement Architectural Choice

Integration of different heterogeneous in-
formation sources.

Web-based client server integration plat-
form.

Context dependent content delivery
based on user profile, output format
preferred by client device, etc.

eXtensible Information Management Ar-
chitecture (XIMA) for universal client ac-
cess to information.

Support for four types of links (paper-to-
digital, digital-to-digital, digital-to-paper
and paper-to-paper).

Bidirectional association from resource
anchors to information resources enabling
inverse mapping of resources to pages.

Active page areas (instead of simple bar-
code mapping) and flexibility in defining
the granularity of those active areas.

Transformation database introducing
concepts of shapes to define active areas
and layers to improve flexibility.

Support for links to web resources as well
as to semantically rich database applica-
tion objects.

OM object model with its rich object
classification and high level association
construct.

Flexibility in supporting different kinds
of input devices and various kinds of po-
sition encodings.

Extensible input processing and transfor-
mation components based on a small set
of interfaces.

Table 1. Architectural Choices

5 XIMA Framework

The eXtensible Information Management Architecture (XIMA) was developed
to support universal client access to information systems based on web technolo-
gies [31]. Many existing tools for web site engineering either rely on a specific
form of client such as an HTML browser, or they require that different forms of
clients be handled separately meaning that it requires significant development
time to port an application to another form of client device. We wanted a uni-
versal client framework that required minimal development effort to access web
documents via another form of client device. Any additional effort would rather
go into optionally customising the presentation to suit the device in question.
Such general frameworks are particularly important when one considers how
dynamic the world of mobile devices currently is.

An overview of the XIMA server component is given in Fig. 8. For a specific
application, all client access is via a single Java servlet — the Entry Servlet.
This means that only a single URL needs to be memorised for a specific web
site, rather than having different URLs for different types of clients. The Entry



Servlet detects the user agent type from the HTTP request header and delegates
the handling of the request to the appropriate servlet. For example, we show in
Fig. 8 servlets to handle requests from HTML browsers, XML browsers and
also WAP phones in terms of WML browsers. In addition, we support access
via i-mode mobile phones and regular speech telephones based on the speech
recognition and synthesis support provided by VoiceXML servers.

Main Entry Servlet

HTML ServletXML Servlet WML Servlet

OMS Java Workspace

OMS Java API

XML Server

Builds XML
based on JDOM

XML + XSLT

Response�

XML
Browser

HTML
Browser

WML
Browser

Delegation

Fig. 8. XIMA server component

The request handling servlets then access the database by connecting to an
OMS Java workspace via the OMS Java API. The connection may either be
direct or via the XML server component. Direct connections deal with requests
that do not involve data retrieval such as checking the membership of an object
in a collection or performing updates. Any requests that involve the retrieval of
data go through the XML server which forwards them to the OMS Java data
management system and generates XML representations for any data objects
to be returned to the servlets. The requesting servlets then use the appropriate
XSLT templates to transform the XML results to the corresponding responses
to be returned to the client.

A point to note in this general architecture is that we are not storing any XML
documents, but rather generating them dynamically from the application data
which is stored according to the information model. Since the information model
is a loosely-coupled graph model based on object collections and associations,
this gives much more flexibility than the rather restrictive hierarchical-based
models imposed by XML structures. At access time, a particular hierarchical
view on data is derived and the appropriate XML structure generated.



Using generic XSLT templates for the various client devices, we are able to
provide generic browsers and editors for the current set of client device types.
Adding a new type of client device involves implementing the corresponding
servlet and writing the appropriate XSLT templates. Specific application in-
terfaces are supported through the customisation of XSLT templates and the
specification of document structures in terms of how document content is built
dynamically from one or more individual information objects. It is beyond the
scope of this paper to describe all the details of the XIMA framework, but further
information can be found in [31].

6 OMS Data Management Component

When discussing the general integration architecture in Sect. 2, we showed three
database components — the transformation database, the user database and the
application database. In practice, these may all be within a single database or
they could be separate databases. For example, the user preferences may be gen-
eral and apply to more than one application and, hence, we could choose to store
them in a separate database and would use this in conjunction with a number
of application database components. If the application database exists already,
then it makes sense to perform the integration through a separate transformation
database — especially if the application actually involves a number of applica-
tion databases (or even other forms of digital information source). In the actual
prototype systems that we have built so far for Paper++, the databases were
created from scratch and hence we integrated the components within a single
database. However, it would be no problem to distribute the components and we
even have a version of OMS that specifically supports peer-to-peer connection
among distributed database components [22].

The transformation, user and application data is stored using the OMS Java
data management framework which is based on the OM object model [23]. OM
is a generic, object-oriented model that supports information modelling through
a two-level structure of classification and typing. Entities are represented by ob-
jects with attributes, methods and triggers as defined by the associated object
types. The classification of entities is done through semantic groupings repre-
sented by named collections with a specified member type. The member type of a
collection not only constrains its membership, but also specifies a contextual view
of objects accessed through that collection. Thus, we can have role-dependent
object views and behaviours by associating different types with collections ac-
cording to the roles that they represent.

OM has a high level association construct which enables relationships to be
classified and manipulated directly. The association construct further supports
the decoupling of information objects since objects tend to be referenced through
the association concept, rather than through object reference attributes. Last but
not least, the model includes a powerful set of operations over objects, collections
and associations.



The expressive features of the OM model enable us to capture the semantics
of application domains in terms of a simple, but powerful set of constructs. Its
support for the direct representation and manipulation of associations is particu-
larly useful in supporting link management in systems that support hypermedia
browsing such as Paper++.

In Fig. 9, we show part of the application database model for the nature
database (already mentioned in Sect. 4) that was developed for a Paper++ pro-
totype to integrate printed and digital information associated with a nature
encyclopaedia. As can be seen in the model, all objects of the application model
are resources. This means that they can be associated with anchors defined in
printed documents. Using the relatedTo association, each resource can further
be linked to other resources. The system still allows links to be built to simple
multimedia objects such as pieces of text, images or sound clips as shown in
the upper part of the figure. However, it becomes more interesting if we start
linking parts of a physical document to so-called application objects representing
concepts of a specific application domain.
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Fig. 9. Nature encyclopaedia application model

In the case of the nature database, we have the concepts of species, habitats,
different classifications, locations etc. Further, these concepts are connected by
specific associations (e.g. hasClassification, hasHabitat). In this way, we can ex-
press the fact that a species is found at a specific location, and we can give each
species a classification and add other domain specific semantics. Let us now as-
sume that a user is reading the printed version of the nature encyclopaedia and
he wants to get more information about a particular species. By following the
link to the digital media, he gets additional information about the animal and
can browse the digital information. However, as described earlier in the paper, he



can also follow links back to the paper world such as an atlas giving information
about the country in which a species is found.

To bridge physical paper and the digital medium, the transformation model
defines how a document’s meta information is represented. As shown in Fig. 10,
a document can contain multiple pages and each page can contain multiple
resource anchors (active areas). The actual information anchors are defined by
shapes such as rectangles, circles or polygons. The transformation data is used
to check whether, for a specific position on a document’s page, there exists one
or more information anchors, i.e. it allows the system to test if a point lies
within one or more shapes. Finally, every resource anchor is associated with an
information resource of the application database. We have to point out that such
an association is always bidirectional, which means that later we can, not only
fetch the information associated with a specific shape, but also get the locations
of all active areas of printed documents associated with a digital object stored
in the application database.
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Fig. 10. Transformation database component

Although not shown in Fig. 10, the model also associates shapes with layers.
This enables overlapping shapes and the possibility to link particular parts of
a shape to different resources. In the case that a position lies in more than one
shape, the one on the topmost, active layer is returned as described in Sect. 2.
It would be possible for example to use this to provide a form of “zoom in” by
deactivating the topmost layer each time the user points to a document element.

Last but not least, the presentation data model contains information about
supported types of client devices and templates for the final rendering of generic
XML results. Based on a dynamically generated XML representation of the
objects stored in the OMS Java system, the client specific rendering is realised
using the Extensible Stylesheet Language Transformation (XSLT). This allows
us to not only support a variety of client devices, but also to enable variations
in visualisation for the same type of device. A regular user of the application
can customise the user interface by defining his own stylesheets, whereas an
application can already provide different visualisations for specific groups of
users defined by the user model.



7 Related Work

As we will describe in this section, there exist numerous different approaches to
encode information on a piece of paper. However, we believe that the power of
digitally augmented paper strongly depends on the functionality of the server
component handling the requests and not only on the client technologies. Users
should be able to freely browse back and forth between the paper and digital
worlds, dynamically creating not only annotations, but also links between paper
and digital resources, or even between paper resources. In this way, paper would
become a first-class citizen within information systems. The key to achieving this
vision lies in using powerful database technologies on the server side that not
only provide flexible and powerful dynamic link management, but also manage
application semantics. To explain further what we mean by this, we describe the
linking processes supported by existing projects and their limitations.

We start by comparing our system with the Intelligent Paper approach de-
scribed in [6]. They propose a similar solution where standard sheets of paper
are entirely covered with invisible printed marks. In terms of the position detec-
tion mechanism, the two approaches are quite similar, although there are some
differences in how information is encoded within the barcodes. Instead of using
globally unique identifiers on every page, we separate the document identifier
from the page identifier and only encode the page identifier within each page of
a specific document. However, the major difference between our approach and
theirs is in how the mapping from the physical location on paper to the digital
content is managed. The Intelligent Paper project proposes to use the Adobe Ac-
robat suite of products to build an electronic counterpart of the paper document
with embedded links for every physical page. In contrast, our solution retains
the two separate paper and digital worlds and has no need of an equivalent dig-
ital version of the physical page. Rather it creates logical links between the two
media allowing elements on a physical page to be mapped to the appropriate
digital objects.

Using visible barcodes to encode information on a piece of paper is just
one possible solution. Another interesting approach from Xerox is based on
DataGlyphs [9, 14] to store data on physical paper. They use special cover sheet
forms containing DataGlyphs to build paper user interfaces [13]. The cover sheet
is placed in front of a document in a scanner or a fax machine connected to a
document services system and allows the definition of specific actions to be taken
on the document which follows it. However, the augmentation is not on the doc-
ument itself but rather on an additional piece of paper.

In [28] CyberCode tags (visual 2D-barcodes) are used to identify objects us-
ing low-cost CMOS or CCD cameras found increasingly in mobile devices. A
drawback of their described potential applications is the limitation to unidirec-
tional links from paper to digital information.

Another technology developed by a Swedish company called Anoto [1] uses a
special pattern of tiny dots to print a grid over a page. The corresponding digital
pen (e.g. Sony Ericsson’s Chatpen) uses a camera to track movement. However,
the main focus of the Chatpen and other electronic pens [12, 25] is to digitise



information and transmit it to a client device, whereas our goal is to digitally
augment the physical medium.

An alternative possibility to create information anchors on physical paper is
described in [2] where a highlighter pen is augmented with a small camera. Simple
computer vision and pattern recognition techniques allow a user to make marks
on paper. However, the stored patterns are not associated with any document
meta information which makes it difficult to support bidirectional links enabling
a user to browse back and forth between physical paper and digital media.

In [20, 21, 34], a video camera is mounted above an office desk pointing down
at the work surface. Additionally a projector is used to display objects on the
table. A drawback of these solutions is that the paper always has to be processed
on a digital desk and therefore we lose one of the main benefits that paper
affords in terms of its mobility. Existing applications which are based on the
digital desktop metaphor (e.g. an augmented version of Alice’s Adventures in
Wonderland [4]) do not allow browsing from the digital to the physical medium.

Instead of using a visual annotation to identify a document, Radio Frequency
Identification (RFID) tags and the corresponding readers can be used as de-
scribed in [33]. The RFID tags enable documents or individual pages to be
identified: They do not allow specific parts of a page to be addressed. A combi-
nation of technologies is presented in [3] where electronic field sensors located in
the book binding sense the proximity of the reader’s hands and control audio pa-
rameters, while RFID tags embedded in each page allow page identification. As
described earlier, within the Paper++ project, we separate the document iden-
tifier from the page identifier. Whereas the identification of pages and elements
within a single page is done by using the concept of invisible barcode grids, the
idea is to use RFID tags to identify whole documents (e.g. a single book). Alter-
natively, Infrared Beacons [27] or iButtons [11] can be used to uniquely identify
documents as described for example in [7].

Numerous existing projects, e.g. [2, 17, 32], only allow links to single objects
such as a piece of electronic text, a sound or a movie clip. They have no sup-
port for following links to other related digital resources or back to other paper
resources. Thus, the focus of these projects is the ability to annotate a simple
sheet of paper with multimedia content. On the server side there is a simple
database (in reality often simply a file), that maps positions (more often just
single barcodes) to specific digital resources. The processing of a request consists
merely of displaying the digital resource.

8 Conclusions

We have described an approach to digitally augmented paper that enables paper
to be fully incorporated into digital information spaces as a browsing device. In
contrast to existing projects for digitally augmented paper, our approach is based
on dynamic links between logical elements of the information sources rather than
on hard-coded links between physical media. The key to achieving this was to



use a database approach and exploit database concepts in terms of information
abstractions, metadata, dynamic links and document generation.

The integration platform was implemented using the existing XIMA object-
oriented data management framework, which supports universal client access.
In the context of the Paper++ project, we have developed two applications —
one is the nature encyclopaedia and the other deals with information about the
art world. In addition, for use within the project itself, we have developed an
application that links information about related technologies, publications and
contact persons. The application enables references within printed documents
to be linked to other documents (digital or printed), relevant web sites and to
information objects within a project database.

These prototype systems are based on conventional barcode technologies,
which, although not ideal, have at least been sufficient to test our models and also
to carry out initial user studies. Since the server was developed with generality
in mind, it will be a simple matter to change to new paper, printing and wand
technologies as they emerge in a reliable and cost-effective form.

Links are bidirectional and enable users to move freely back and forth between
paper and digital media. This means that we can combine the features of paper
(static, excellent readability properties, flexible, inexpensive, ubiquitous) with
those of a digital medium (dynamic, can store a lot of information) and, using
current skills, have optional access to new functionality.
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